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Abstract —This paper presents a 3D pose estimation and reconstruscheme is proposed, that compensates for the accumulated er
tion system based on a calibrated stereoscopic vision setup. Ther in the computed positions, exploiting the detectioroofds
proposed approach consist in robustly tracking the movements of thg the movement.
cameras with rt_espect toa rl_gld scene along a sequence. In addItIO’R,. Literature Review
a novel correction scheme is proposed, that compensates for the ac-
cumulated error in the computed positions, exploiting the detection In [2], @ binocular or trinocular stereoscopic setup is used
of loops in the movement. Experiments are presented to assess @l itS path along a sequence is computed by using tridi-
accuracy of the resulting 3D measurements. mensional reconstruction and registration. The robusttes
matching and tracking errors is provided by two means. First
Keywords -Computer vision, stereoscopic vision, non-contact megyilinear tensors are computed between image triplets f@he
§urement, position measurement, camera calibration, 3D reconstrug;res that support the trilinear tensors are known to balstgi
ton. Second, a random sample consensus (RANSAC) [5] algorithm
is applied to the 3D registration procedure. It is assumatl th
I. INTRODUCTION the disparities of the tracked feature points across theavho
sequence is less than one third of the image size, thus con-
The knowledge of the position of a camera with respect to $training the camera movements.
rigid reference frame has important applications for \attor In [3], the goal is to compute the registration of two consec-
augmented reality systems, scene reconstruction, objegt m utive scene captures along with the extrinsic calibratiaram-
elling and robotics. In a video sequence in which a camera égers of the stereo setup and the 3D location of a minimum of
moving inside a fixed environment, keeping track of the posfour matched and tracked feature points. The essentialxmatr
tion of the camera with respect to its surroundings can bk chaf the stereo setup is calculated from the eight correspuete
lenging. One possible solution consists in installingtaliion  given by the four feature points in both captures, and nealin
targets, precisely registered with respect to a globaleefse methods are used to enforce its constraints. It is decordgose
frame. By making them visible inside the scene, it becomestrieve the extrinsic calibration parameters up to a steale
possible to compute the camera position as the camera moves of the translation vector. At this point, 3D reconstioot
with respect to the global reference frame. In practices thican be applied to the feature points, yielding two clouds of a
is not always possible. It is therefore desirable to devalop minimum of four 3D points. The registration between the two
method to compute the camera motion in a rigid scene, whe&aptures can then be calculated. It differs from the pragpose
no calibration targets are present. method in the fact that they do not compute the extrinsic cali
A pair of cameras whose intrinsic and extrinsic calibratiofpration parameters of the stereo setup prior to the comipntat
parameters are known forms a calibrated stereoscopicnvisiof the registration. As a consequence, the matching process
setup. It allows 3D reconstruction of matched points [1]. I£annot be guided by the epipolar constraint. No experinhenta
the feature points on a rigid object identified at captirare results along a sequence were showed to display the accumu-
tracked in both images at capturé + 1, the two clouds of lation of error.
3D points can be registered [6], leading to the new position o In [4], stereoscopic vision and shape-from-motion are com-
the cameras. This is the idea that is exploited in this paper bined in an attempt to exploit the strengths of both appresch
robustly track the movements of the cameras with respect td.ae. accurate 3D reconstruction for stereo and easy feature
rigid scene along a sequence. In addition, a novel cormectidracking for visual motion. It computes 3D reconstructidn o
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three stereo setups with different baselines (0.139 m,60md 1
and 0.756 m). The angles between thexes of the two cam-
eras were adjusted in such a way that a given working volume
was preserved (see Figure 1), resulting in angles of 0.1d.2 ra
feature points and the camera motion in two separate stef@s463 rad and 1.05 rad respectively. A calibration pattess w
They limited their experimentations to short sequencesavheused, allowing easy detection of its feature points with-sub
the viewpoints don’'t change dramatically from the first te th pixel resolution, through Hough transform. The positiothef
last capture. calibration pattern with respect to the table was measuitd w
a ruler. This procedure provides the ground truth value ef th
Il. PROPOSED APPROACH feature points position, with an estimated accuracy of @ m

Figure 2 shows the reconstruction errof (icuiated —
A Calibration Tmeasured|) @veraged over the 20 feature points of a calibra-
Calibration aims at computing the projection matrices o?on pattern as a funct|on of the _posmon of the calibration
two cameras [1]. Let us assume that we have a set 8D pattern, for three different baselines. It can be obserkad t
: L . __the reconstruction error is higher for the stereo setup thi¢h
points for which we know the global homogeneous coordinates . o ;
X,. Each point, along with its corresponding image Coordi'_smallest baseline, as expected. No significant differelace c
na:t.esa‘» allows t,o write: be observed by comparing the results of the stereo setups wit
v ' baselines of 0.416 m and 0.756 m. Since matching requires the

cameras to be as parallel as possible, we can state thaighere

Fig. 1. Varying the baseline of the stereo setup

X
u DPoo Po1 Po2 Po3 Yy no need to increase the baseline of our stereo setup above 0.4
v | =X | pio Pu1 P12 Pi3 7 (1) m, since it does not provide any improvement in reconstruc-
L1, P20 P21 P22 P23 1 tion accuracy and it would make the matching process more

‘ difficult.

Eliminating the\; and rearranging the expressions yield
a pair of homogeneous linear equations in 12 unknowns, t
entries of the projection matrix. Putting together the infa-
tion of then 3D points ¢ > 6) gives2n homogeneous linear
equations in 12 unknownggyo, po1, .-, P23 This system can
be solved up to a scale factor, through SVD. The quality
the computed projection matrix depends on the linearityhef t
camera model and the accuracy in the measured 3D location®f 3p Reconstruction
the points.

Once the projection matrices are computed for both cam- Let us assume the projection matridg@sand P, of the cam-
eras, they can be decomposed to retrieve their intrinsi@and eras are known, and we want to compute the 3D locatioof
trinsic calibration parameters [1]. a feature point whose image coordinates in the two images,

In order to determine the optimal angle betweenfhaxes andis, are known. The projection equations have the form
of the cameras, we performed an experiment in which we built; = Aij)_f, (j = 1,2). They can be manipulated to yield 4

f@e Matching and Tracking

It is assumed that the two cameras are sufficiently close and
parallel to each other to allow matching through correfatio
g is also assumed that the movement of the cameras is slow
9 nough to allow feature tracking through correlation.



linear equations in 3 unknown&,, Y and 2: frame:

(Poo — UP20)1 (Po1 — UP21)1 (Po2 — UP22)1 g 8
(P10 —vp20)1 (P11 —vp21)1 (P12 — vp22)1 v cos(0) = | Qcyyw 1 Qon/w 1 3)
(Poo — up20)2  (po1 — up21)2  (Po2 — upa2)2 0 0
(P10 —wp20)2 (P11 —vp21)2 (P12 — vP22)2
X (up23 — po3)1 whereQc,, /w andQc¢,, ,w are the homogeneous transforma-
_ | (vp2s —pish tion matrices linking a camera at captuvé and at captureV
Y | = 2
7 EUPZ?) - po3§2 with respect to the world reference frame (attached to the ob
UP23 — P13)2 ject).

) The angle between thg-axes of the left camera at capture
This system can be solved through a least-square method. 1 and N need not be the same as the equivalent for the right
camera. In a sequence, the minimal angle (or distance) with
respect to a given frame may not happen at the same frame for

After having found matches and tracked the correspondhe left and the right camera. When trying to identify the best
ing points in both sequences, two clouds3df points can be capture to be matched with an earlier capture, we must find a
reconstructed. Based on the matches at insharg#ind their compromise between the two cameras.
tracked correspondents at instdnt+ 1, these two clouds of Whenever a view is detected as having been previously cap-
3D points can be registered to find the rigid motion of the obtured, the drift of the later view can be compensated for. Of
ject [6] (or, alternatively, the rigid motion of the sterestigp, course, it is assumed that the earlier the view, the better th
when the reference frame is attached to the object). Unfoaccuracy, since its location has been computed from a smalle
tunately, one cannot use the raw data, since the false nsatcimeimber of cascaded transformations [10].
and the tracking errors will corrupt the result. Instead itec-  F. |nterpolation of the Correction Matrix

essary to incorpora_\te.a random sample.consensus. (RANSAC) ptter a loop has been detected between the earlier capture
algorithm [5] that will filter out the bad pairs of 3D pointsJJL M and the later captur, allowing for correction of the

One of the main problems associated with applying succegamera positions at view, the intermediate viewa/ + 1,
sive 3D registration procedures is the accumulation ofrerrops 12 | N — 1 can be corrected by interpolation. Under the
due to the fact that every new position is computed from thgssumptions of uniform error distribution along the segeen
previous. Itis assumed that no special target points thatico and small rotation amplitude both in the overall error arel th
allow recalibration are available on the object. Insteatk 0 jndividual registration matrices, it can be shown that toe h
must rely on the knowledge of the approximate camera poshogeneous transformation matrix of an intermediate view

tions to identify points of view that were previously ca@dr (1/ < P < N) can be corrected by premultiplication of the
(loop detection). This information will be used to correot f correction matrixQ .orrection. p:

the drift, each time the cameras pass by a location where they
have been before. The proposed scheme of automatic identi- F-M

fication of loops in the movement and position correction by Qeorrection,P = Qeorrection, N )
interpolation, as depicted in the next two subsectionshes t
main novelty of this paper.

D. Robust Registration

Ill. RESULTS
E. Detection of Previously Viewed Locations

This procedure aims at identifying, in a sequence, camera Figure 3 shows th@uck sequence, augmented with its at-

positions that are close to their previous positions in atieza tached reference _frame, .after qetept|on of a loop in the move
image capture. ment and correction of its projection matrices. The natural

. . . , ... _movement of the augmented reference frame confirms the va-
As pointed out in section B, we won't address the situations

) . ) ) . X dity of the corrected projection matrices.
of wide-baseline matching or tracking. This means thatrin o y bro)

der to be able to match images captured at non-consecuti In a second experiment, a sample of the images were sup-
. . 9 P lﬁfﬁed to a commercial bundle adjustment software, and the ob
instants, two conditions must be met:

tained camera positions were compared with those of the pro-
1. TheZ-axes of the two views must be nearly parallel; posed method.
2. The distance between the center of projection of the Figyre 4 shows the disagreement (in the position and the ori-
views must be sufficiently small. entation of one of the cameras) between bundle adjustment an
The angle between th&-axes of two views can be com- the proposed method, without error correction. As expected
puted through a scalar product of unit vectors parallel to ththe magnitude of the disagreement increases with the number
Z-axes of the two cameras, as expressed in the world refererafeegistrations, as the proposed method accumulates error
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Figure 5 shows the disagreement between bundle adjust- S s w15 s s a0 e
ment and the proposed method after error correction through Capture
uniform distribution of the correction matrix. It can be see
that the disagreement magnitude does not increase with the (b)
number of registrations, indicating that the error coimect Fig. 4. (a) Position disagreement between bundle adjustrerthe
provided an improvement in the projection matrices. proposed method, without error correction (b) Z-axis oaéoh
disagreement between bundle adjustment and the proposeddnettimut
error correction
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