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Fig. 2. Three-point DFT in R (/).

reference to the decimation-in-time implementation of Fig. 1, the technique
applies to all the usual configurations a radix-3 FFT can take.

If the data are real, the above algorithm can be used to compute the
DFT of sequences of length 2 x 3*. This is accomplished by computing the
transform of the length 3% sequence y(n) = x(2n) + x(2n + 1)), and manipulat-
ing it in a fashion analogous to that for the complex-valued DFT.* If the
transform is to be used to convolve real sequences, no data transformations
are required. To convolve x{n) and /in), the transforms X(k) and H(k) are
computed in R (0), multiplied pointwise in R (0), and then inverse trans-
formed. A technique to convolve length 2 x 3 real sequences is given in ref.
5.

In an N=3" point radix-3 FFT, there are (M —1)N + 1 non-trivial
complex multiplications by twiddle factors and MN/3 three point DETs.
Use of the above algorithm eliminates the 4MN/3 real multiplications
associated with these 3-point DFTs, while leaving the number of real
multiplications associated with the twiddle factors fixed. In the limit for
large N, the number of real multiplications is reduced by a factor of 333°,,, if
multiplication algorithms in C and R (0) with four real multiplications are
used, and by a factor of 40°,, if multiplication algorithms in € and R (0)
with three real multiplications are used. However the number of additions is
increased and the total computation savings depend on the relative costs of
addition and multiplication on the processor being used. If the cost of a
multiplication is r times that of an addition, then for large N the relative
cost of the arithmetic operations in the new algorithm to those in the
standard algorithm is given by

2r+5
3r+4

if multiplication algorithms in C and R (0) with four real multiplications
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are used. This ratio is shown in Fig. 3 as a function of r; it is unity for r=1
and decreases monotonically to 3. If the multiplication algorithms in € and
R (M with three real multiplications are used, the corresponding ratio is

3r+13
Sr+11
which is unity for r=1 and decreases monotonically to 2.
Similar comparisons can be made with radix-2 and radix-4 FFTs.
Restricting the situation to the case where multiplication in € and R (#)
requires four real muitiplications, for large N the relative cost of the

arithmetic operations in the new algorithm and in a radix-2 algorithm is
given by :

8r+20  505r+ 12:62
6r+9 6r+9
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This ratio is 1118 for r=1, becomes equal to unity for r= 381 and decreases
monotonically to 0-84. For radix-4, the ratio is
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which is 1-39 at r =1 and decreases monotonically to 1-12. These two ratios
are also shown in Fig. 3. The new algorithm can thus be more efficient than
radix-2 but is less efficient than radix-4. It must be understood that these
ratios represent relative efficiencies, as a radix-2 and radix-3 algorithm
cannot both exist for the same N.
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Fig. 3. Relative cost of computation between new radix-3 algorithm and (a) standard radix-3.
(h) radix-2, (¢) radix-4 FFT algorithms.













