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Abstract 
The joint optimization of pre fiilc' r~ ;;ml i11tPqiol;;tor" 

in a subsamp ling and interpolation sys tern is a<l drc>ssed. 
An objective error criterion which differentially weights 
filtering and a liasing error is developed , a nd a procedure 
is presented for joint d esign of the fil ters to minimize this 
error measure. The technique is extended to th e multidi­
mensional case. The method has been succesfull y app lied 
in the subsa mpling and interpolation of time-varying im­
agery. 

1. Introduction 

The effic ien t source coding of digital s ignals for band­
width conservation is a major a rea of resParch in te lecom­
mun ications . One very important bit rate reduction tech­
nique is subsampling (a lso called decimation). This tech­
nique, a long with its dual operation of interpolation, is 
the main focus of t his paper . The quC'stion that will be 
addressed is: What is the optimum way to subsample 
and then interpo late hack a digital s ignal? Implicit here 
is t he choice of a fid e li ty c.r iter ion. otherwise the meaning ... L 

of the word "optimum" is far from prec ise. That will be""". .. 
discussed lat.e r . But fundamentally, answering this ques- · " 
t ion amounts to thE' des ign of two low-pass filter s called 
the decimation and int erpolation filters (or pre- and post.­

filters) ! l ]. 
Previous work on th is problem has mainly concen­

trated on optimiz in g eithPr the prefilter or th e interpo­
lator. A good Pxamp le of this is the work of Oetken on 
optimizing the iut erpo lator subject to a mean square er­
ror criterion [2] . In one instance, an attempt was made to 
jointly optimize a pair of Gaussian prefilter and intC'rpola­
tor through t he use of a series of subjective tC'sts [3]. Th is 
paper p resents a technique for jointly optimizing the deci­
mation and interpolat ion fi lters using an objl'rt i,·e fidelity 
criterion . Both filters are constrained to ha.\'P the c h a ra~­
teristics of finite impu lse response (FIR) and linear phase. 
The objective func t ion is the mean squarP er ror with an 
added differential weight ing of the two hasic components 
of the error introduced by the decimation a nd int erp ola­
tion system (DIS), namely loss of resolution and a li asing. 

Section 2 of the paper presents the one-dimensional 
DIS and analyses it mathematically. The input /output 
relation is derived, and the two-component natu re of the 
error is stud ied. Sect.ion 3 introduces the object ive func ­
tion chosen and deals with t he detai ls of filter design. 
Section 4 extends the previous developments to mult idi­
m ensional signals. Finally section 5 analyses the filter 
characteristics and discusses a few aspects of their perfor­
mance. 
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2. The one-dimensional 01~ 

Fig . I (a) presents the block di;;grarn of thC' dec im a­
tion and in tnpolat ion system . ThC' input digit al s ignal 
u is first fi ltered by thP prefi lt er of impulse response h 1 , 

yie ldin g sequence w (block l ). Then u• is suhsarnp led by 
an in teger fact.o r S, retain ing only e\"ery 5 th samplr (block 
2). At th is point the decimation opC'ration is cornp lPted. 
and t he operations of channel cod ing and tr ansmiss ion 
take place. At the other end of the DIS. all sampling 
points that were previously omitted are restorC'd in th e 
signal and given the value zero (block 3) to fo rm sequence 
r . Finally the interpo lation is completed by convolving r 

with t.h e post.fil ter of impulse response h 2, to obtain the 
output sequence v (block 4). 

Blocks 2 and 3 can be replaced by the multiplication 
of sequence w with a periodic unit impulse train of period 
S, as illustrated in Fig . l (b). Call ing t his new sequence 
s. th e input/output relat ionsh ip becomes: 

r(n) = h2(n) * [s(n) x [hi(n) • u(n)]] 

l 5~...1 2r. 
= h2(n ) * 15- L exp(i --, kn ) x [hi(n) • u(n )J] . 

,') 
k ~ o 

( I ) 
where t.hC' second line is obtained by replac ing " by it s 
discrete Fourier series representation . Before going any 
fur ther , the mathematical nature of the signal u nmst 
be known. The hypothes is made in this paper i~ th at 
u is a wide-sense stationary stochastic process with zero 
mean . Hence w is a lso a zero mean wide-sense station ary 
stochast ic process. The autocorrelation funct ions of u and 
w are related by: 

Rw(n) = E[w(m)w(m + n)J 

= hi(n) • hi( - n) • E[u(m)u(m + n) ] (2) 

= ht(n) • hi( - n ) • Ru(n ) 

Since process r is obtained by a repet itive and periodic 
process ing (multiplication by s). it is ryclostationary [4 ]. 
This means that it s first and second order statistics are 
periodic. The usual procedurP is then to average it.s au­
tocorrelation function over one period S in order to g<'t a 
function of a s ingle argument. Averaging and ta king in to 
account t he postfi lte rin g, the input /output relation of the 
DIS becomes: 

1 5-=.,1 27r 
Rv (n) = 52 h2(n) • h2( -n) • !f

0 
exp(j5kn)x (

3
) 

[h1(n) * h1( - n) * Ru (n)]] 
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Tlw power spect.rn I rlen ~ i1y ( P:-;D I of t h<' 0111pu1 proc c'>s 
is given by the Fourier 1 ra nsfonn of R ,. : 

Note t hat v inherits t he cyclostat ionarity of r . It is now 
clear that t he subsampling operation introduces S - 1 
replicas of the P SD of w in the frequency domain , equispa­
ced a long the frequency axis. The role of the interpolat ion 
fil ter is to eliminate t hese extraneous rep licas in order to 
keep on ly those t hat were originally present in the P SD of 
w. The role of the prefilter is to red uce the bandwidth of 
the P SD of u in order to minimize the presence of a li as ing 
in the closely packed PSD of process r . Both filters must 
d early perform low-pass operations . The pai r must a lso 
have an in-band gain equal to the subsampling factor S . 

\Ve now t •1rn our attention to the error t hat the DIS 
int roduces. First we form the error process xe (n) == u(n) ­
l'(n) . It is a lso cyc lostationary. Averaging over a period , 
its autocorrelation funct ion is found to be: 

Rx, (11) == E[(u(m) - v(m))(u(n + m) - v(n + m))] 

= R,,(n) + 
1 
2h2(n) • hz( - n) • [[hi( n) * h1(- n) • R,,(n)]s(n)] s 

(5) 
which becomes, when t ransformed to the frequency do-
mam: 

2 
4>x. U) == 4>,,(1)1 1 - 5 IHi(J) l/ H2(f) I 

+ ; 2IH1(!)12IH2(!)12] 

1 S - 1 k k 
+ 52I H2(J)l

2 L 4>,,(J - 5 )I H1(! - 5 )12 

k=O 
(6) 

The P SD of the error process is broken up into a sum of 
two terms. These correspond to its two bas ic components . 
The firs t one (within the large bracket ) is associated wi th 
loss of resolution (denoted B(f) from now on). lt. repre­
sents the effect of the cascade fil ter ing of the p refi lter and 
the postfilter on t he baseband spectrum. The degrada­
t ions it in t roduces in the signa l are the loss of fin e spa tial 
detail caused by the attenuat ion of energy in the higher 
part of the baseband spectrum . The second component is 
associated with the aliasing implied by the rep licas of the 
P SD of w in t roduced by the subsampling (it is denoted 
A(! ) from here on) . It shows up in th e output signal 
as m as king of small spatial details, this being caused by 
the intrusion in t he passband of v of unat tenuated en­
ergy belonging to t he extraneous P SD replicas and Moire 
patterns in period ic structures in the image. Both compo­
nents of the error are a function of the frequency response 
of the prefilter and the postfilter , so there exists a basic 
interd ependence between the two filters . It is only natura l 

then to joint ly optirniz<' their perform;rnc(' It j , crucial 
to nol e 1li a1 1herf' 11 s11Hl ly <·xi~t' il t r;ide-off IH·twe<•n the 
elim ina t ion of the loss of resol uti on and th e f'l iminat ion 
of aliasing (it is a lways true when subsarnpling is severe 
enough to cause a li asi ng: we will lim it 011rselves to that 
realis t ic s ituation). The case of th e prefi lter d('111 ons t ratC's 
clearly this fac t. On one hand , we want its pas~ hand to 
be narrow enou gh to substant ia lly reduce aliasing : on the 
other ha nd we want its passband to be wid e enough so as 
not to introduce too much loss of resolution . 

3. Objective function and filter des ign 

To our knowledge , this work is the fir st at.temp t at 
jointly opt imizing t he dec imation and interp olat ion fil­
ters acrnrding to a n objective fidelity criterion . It seems 
logical then to choose an objec tive fun ction that is ana­
lyt ically t ractab le . That is why t he mean squ a re error 
(MSE) was chosen. 

In many systems, and in particul ar in image process­
ing , the final element is the human user . I t is well known 
that minimizing the MSE does not necessar ily m ean that 
the subj ective satisfac tion is maximized. Moreover t he 
two components of the error identified aboYe do not gen­
era lly have t he same su bjec tiYe impact. In an attempt 
to dev ise a better and more fl exib le fid elity criterion , a 
differenti al weighting of the two components of the er ror 
has been added. Hence loss of resolution and a li as ing can 
he given two distinct "cost funct ions". Denoting them re­
spec tively iv1,(J) and Wa(f) , we form the following P SD: 

The spatial error process that corresponds t.o this P SD 
will be called t he dou bl ~· -we ighted error sequence ( x du· ( n)). 
To obtain its exp licit exp ress ion. we defin e firs1 the fol­
lowing two processes (b(n ) is th e unit impu lse) : 

1 
b(n) == u(n) * [b( n) - 5 h2(n) • hi(n) ] (8) 

S - I ? 

a(n) = ~hz(n) *I L exp(j -; kn) [h1 (n) • u(n )J] (9) 
k= I 

Now it can be shown t hat b(n) and a(n) have respecti vely 
B(f) and A(! ) as P SD . It can also be shown that these 
two processes are uncorrelated, tak ing into account the 
cyclostationari ty of a( n) . Denot ing wi, ( n) as th e inverse 
transform of W1,(f) and wa(n) as the inverse t ransform 
of Wa(f) . we fin a lly get the expression of the doubly­
weighted error sequence: 

xdw(n) == w1r (n ) * b(n) + wa(n ) • a(n) (10) 

Figure 2 illustrates a system that could be used to fo rm 
the error process xdw > compr ising every element of the 
DIS . Note that the weighting functions appear now as 
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digital filt ers. Stat('(! cxp!it·i tl:-·. th e ohj('rtiYc func tion. 
denoted MSEdw · is: 

(11) 

The optimum decimation and interpolation filters that 
we seek are those which minimize MSEdw· In order to 
eliminate phase distortion , both filters are restricted to 
be zero phase FIR filters, so that 

hi(n) = hi(-n), i = 1, 2. (12) 

The two weighting filters are also constrained to have 
these characteristics. A relatively str aightforward but te­
dious development then leads to the explicit expression of 
MSEdw in terms of the autocorrelation Ru , the weighting 
filter impulse responses and the impulse responses of the 
prefilter and the postfilter. The coeffic ients of the latter 
two are t he unknowns of the expression. The final expres­
sion will not be printed here because it is too lengthy. 

The MSEdw is a biquadratic fumtion of both filter 
impulse responses, each one being prese nt up to the sec­
ond degree . Two minimization algorithms have been de­
veloped to obtain the val ues of the finite number of co­
effic ients allowed to the two filters. One was the use of 
the quasi-Newton algorithm applied to the nonlinear func­
tion MSEdw· The other is the iterative minimization of 
t he quadratic function obtained in terms of the coeffi­
cients of either the prefilter or the post.filter. This method 
starts with an initial set of reasonable values for the co­
efficients of the prefilter , a nd continues by replac ing the 
obtained values in the quadratic equations for the other 
filter . This continues up to the point where the marginal 
gain in MSE from one iteration to the next goes be low a 
certain threshold. Both method~ have been used a great 
number of times in largely varying conditions (filter or­
ders ,subsampling factors ,f'tc.) and they have always been 
found to give the same so lu t ions, independently of start­
ing point. 

4. The multidimensional case 

l ' niform sampling in the multidimensional case is done 
according to a sampling lattice . It is a structu red set of 
points in space that are spanned by all integer linear com­
binations of a finit e set of real vectors. called the basis of 
the latt ice . Let the process u be a mu ltidimensional sig­
n al of dimension D . Let t he sampling la ttice according 
to which it is sampled be A. Then A's basis contains D 
vectors. Let 1\1A be the D x D matrix whose columns are 
t he D basis vectors. It is called a sampling matrix of the 
lattice. Then the sampling oper ation can be expressed as 
[5]: 

(13) 

where the bold character n represents a multidimensional 
vector of integers. In the present context , the s ignal is 
subsampled from lattice A to sub- lattice r . The former is 
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a lower density !at tic <' c,·cry point of "·hirh a bo hc•](Jng< 

to A. Then, as in sect ion 2, th e s n b~ampling fa.nor is an 
integer. It is expressed in terms of the determinants of 
the sampling matrices: 

(14) 

The extension to th e mu ltidimensionnal case is eas ily made 
ma.king use of the relation 13. A II arguments of each ex­
press ion of sec tion 2 s imp ly must be interpreted as mul­
tidimensional integer vectors. 

5. Results 

Figure 3 shows one example of filter characteristics 
obtained with this method. It shows the frequency re­
sponses a pair of one-dimensional prefilter and post.fi lter 
for S = 10 and an exponential autocorrelation model with 
a parameter equal to 0.9. The orders of the filt ers are 29 
and 49 respectively. First , we can see that both filters 
have a passband that is well adjusted to the subsampling 
factor (cutoff fr equency=.05 on the normaliz<'<l axis). a l­
though the prefi lter fr equency res pon s<' is s lightly inferior 
to 0 dB in the upper part. However, it is Yery interC's t.ing 
to note that the post.fi lter boosts those fn·qu enciPs. such 
that the cascade gain is almost equal to 10 log( lO ) o,·er all 
the passband. The interpolator a lso a ligns transmission 
minima on the center on the replicas introdun·d by the 
subsampling. 

A study of the gain to be expected from prefiltering 
has been carried out for various exponential autocorrela­
tion models, for s igna ls of dimens ion 1, 2 and 3. It has 
been found to be in the range of 1.2 to 2.0 dB. A compara­
t ive study of thei r performance versus Gaussian and maxi­
mally flat pairs of filters has also been carried out , y ielding 
average gains of 1.1 and 0.5 dB resp ect ively. Identific a­
t ion of pairs of filters that offer good performance for the 
latter two types of filter stresses a strong point of the joint 
opt imization m ethod: the ease with which a well adapted 
pair of prefilter and postfilt.er can be obtained automati­
cally. 

Finally, our optimum filt ers were applied to the prob­
lem of subsa.mpling and int erpola ting image sequences. 
Excellent results were obtained on b lack and white mov­
ing pictures for subsampling factors of up to 8 with orig­
inals sampled at 4/sc and quantized with eight bits. The 
trade-off between loss of resolution and a li as ing has al so 
been briefly exp lored with the preliminary result that for 
la rge subsampling factors it is preferable to g ive high er 
weight to the aliasing component. 

6. Conclusion 

A new design method for jointly optimizing decima­
tion and interp olat ion filters has been presented. The fil ­
ters present excellent performance. The method has the 



gr<>a t advantage of a11tom;itira ll,- yi<' lding pair' of filt<'r s 
well-adapted to any DI S. The nex t s tep i ~ to explore in 
depth the differenti a l-weighting of t he two componen ts of 
the error from a subj ective standpoint. 
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Fig . 1 The dec imation and interpolat ion 
system (DIS). 
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Fig. 2 Doubly-weigh ted error sequence 
fo rmation . 
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Fig. 3 Pre- filter and postfilter frequency 
responses for S = 10 a nd 
R(n) = (.9)n . the orders being 29 
and 49 resp ectively. 
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